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OVERVIEW OF THE MODULE
MODULE DESCRIPTOR

The module  builds on knowledge from the basic epidemiological concepts. It focuses on the application of epidemiological research to population health in order  to prevent and control diseases. 

How to use this module

This module serves as an important source of information that a learner will need for effective learning.

For effective use of this module, the following suggestions will be of  help:

· There are 6 units in the module which are interrelated and make sure that you have competently mastered the concepts of each unit before moving to the next one.

·  Complete all the activities in the order they are presented

· Where possible discuss the activities with colleagues or your teacher

· Make sure you read all the required books

·  The references quoted in this module are supposed to be read as support for the module

How the module fits into the programme

This module provides an advanced  understanding of Epidemiology  in community health  nursing. It forms part of the comprehensive preparation of a professional nurse who will be able to provide care to individuals, families, groups and communities. 

Learning Outcomes  -  please refer to Page 6 

Mode of Assessment:   Presentations, Reports, Tests
50%

                                       Final Examinations         

50%                               

LEARNING CONTRACT

Students’ Role

a. Responsible for own learning  

b. Continuously monitor progress and reflect on achievement of learning outcomes  

c. Complete all activities stipulated in the module

d. Submit all assignments on time

e. Attend all classes and actively participate in class  seminars/discussions

f. Actively participate in group assignments

Lecturer’s Role 

a. Provide students with modules containing expected learning outcomes, content areas, students’ activities, assessment criteria and methods.

b. Provide guidance and support to students achieve learning outcomes

c. Monitor and evaluate of students’ performance  

AIM OF MODULE

To provide advanced knowledge and skills that will enable students to understand the concepts and apply methods of epidemiology in disease prevention and control. Emphasis is on collecting, analyzing, interpretations and application of population-based data. 

MODULE LEARNING OUTCOMES 

Upon completion of this module learners shall be able to:

1. examine the evolution of epidemiology and its application to CHN practice

2. analyse  demographic influence on health of populations
3. apply knowledge of epidemiological principles, methods and concepts, levels of prevention and causality to manage population health issues.

4. analyse the major determinants of health and their impact on the health of populations.  
5. examine local and global efforts and strategies to monitor, control and mitigate the effects of diseases.

Assessment criteria 
1. discuss evolution/detailed history of epidemiology and its application to CHN practice
2. discuss  demographic influence on health of populations
3. analyse epidemiological principles, methods and concepts, levels of prevention and causality to manage population health issues.

4. discuss the major determinants of health and their impact on the health of populations.  
5. evaluate local and global efforts and strategies to monitor, control and mitigate the effects of diseases.

MODULE CONTENT

Unit 1:  Introduction to Epidemiology
The unit enables the learner to gain advanced knowledge in   historical background of epidemiology which will form a  basis for appropriate application.

Unit 1  Learning Outcome

 At the end of the unit learners shall be able to:-
Explain definitions of Epidemiology as an important discipline in health of communities
Discuss evolution of epidemiology and its application to CHN practice

Unit Content

What is Epidemiology?

The word epidemiology comes from the Greek words epi, meaning “on or upon,” demos, meaning “people,” and logos, meaning “the study of.”

“Epidemiology is the study of the distribution and determinants of health-related states or events in specified populations, and the application of this study to the control of health problems.” 

This definition of epidemiology includes several terms:-
Study 

Epidemiology is a scientific discipline, sometimes called “the basic science of public health.” It has, at its foundation, sound methods of scientific inquiry.

Distribution 

Epidemiology is concerned with the frequency and pattern of health events in a population. Frequency includes not only the number of such events in a population, but also the rate or risk of disease in the population. The rate (number of events divided by size of the population) is critical to epidemiologists because it allows valid comparisons across different populations.

Pattern refers to the occurrence of health-related events by time, place, and personal characteristics.

Time characteristics include annual occurrence, seasonal occurrence, and daily or even hourly occurrence during an epidemic.

Place characteristics include geographic variation, urban-rural differences, and location of worksites or schools.

Person characteristics include demographic factors such as age, race, sex, marital status, and socioeconomic status, as well as behaviors and environmental exposures.

This characterization of the distribution of health-related states or events is one broad aspect of epidemiology called descriptive epidemiology. Descriptive epidemiology provides the What, Who, When, and Where of health-related events.

Determinants

Epidemiology is also used to search for causes and other factors that influence the occurrence of health-related events. Analytic epidemiology attempts to provide the Why and How of such events by comparing groups with different rates of disease occurrence and with differences in demographic characteristics, genetic or immunologic make-up, behaviors, environmental exposures, and other so-called potential risk factors. 

Health-related states or events

Originally, epidemiology was concerned with epidemics of communicable diseases. Then epidemiology was extended to endemic communicable diseases and non-communicable infectious diseases. More recently, epidemiologic methods have been applied to chronic diseases, injuries, birth defects, maternal-child health, occupational health, and environmental health. Now, even behaviors related to health and well-being (amount of exercise ,seat-belt use, etc.) are recognized as valid subjects for applying epidemiologic methods.

Specified populations. 

Although epidemiologists and physicians in clinical practice are both concerned with disease and the control of disease, they differ greatly in how they view “the patient.” Clinicians are concerned with the health of an individual; epidemiologists are concerned with the collective health of the people in a community or other area. When faced with a patient with diarrheal disease, for example, the clinician and the epidemiologist have different responsibilities. 

More recently, Epidemiology has focused on any disease frequency in excess of “normal”
Such as cancer, cardiovascular disease, diabetes, obesity etc

Epidemiology is fundamentally multidisciplinary , since it must consider:

􀁹 Statistics, biology, chemistry, physics, psychology, sociology, demography, geography,

environmental science, policy analysis, …

 Interpretation - consistency, plausibility, coherence

 Mechanisms - pathophysiology, psychosocial, economic, environmental


Policy - impact, implications, ramifications, recommendations, controversy

descriptive vs. analytic epidemiology

Epidemiologic investigations are sometimes usefully characterized as either

descriptive or analytic .

Descriptive epidemiology

Descriptive epidemiology describes the health conditions and health-related characteristics of

populations, typically in terms of person, place, and time. This information serves as th e

foundation for studying populations. It provides essential contextual information with which to develop hypotheses, design studies, and interpret results. Surveillance is a particular type of descriptive epidemiology, to monitor change over time.

Types of descriptive studies:

 Routine analyses of vital statistics (births, deaths), communicable disease reports, other

notifiable events (outbreaks, induced abortions)

 Periodic surveys of health status, knowledge, beliefs, attitudes, practices, behaviors,

environmental exposures, and health care encounters (e.g., National Center for Health

Statistics surveys, Centers for Disease Control and Prevention Behavioral Risk Factor

Surveillance System)
 Specialized surveys to establish prevalence of a condition, a characteristic, or use of a

medical procedure
Studies comparing information across geographical or political units, or between migrants

and persons in their country of origin to look for differences and patterns

Analytic epidemiology

Analytic epidemiology involves the systematic evaluation of suspected relationships, for example, between an exposure and a health outcome. Because of their narrower focus, analytic studies typically provide stronger evidence concerning particular relationships.
ACTIVITY

	Discuss the current focus in epidemiology 


Evolution of epidemiology

Hippocrates (circa 400 B.C.) attempted to explain disease occurrence from a rational instead of a supernatural viewpoint. In his essay entitled “On Airs, Waters, and Places,” Hippocrates suggested that environmental and host factors such as behaviors might influence the development of disease.

 John Graunt, in London analysed mortality data in 1662. He was the first to quantify patterns of birth, death, and disease occurrence, noting male-female disparities, high infant mortality, urban rural differences, and seasonal variations.

William Farr, 1800’s began to systematically collect and analyze Britain’s mortality statistics. Farr, considered the father of modern vital statistics and surveillance, developed many of the basic practices used today in vital statistics and disease classification. He extended the epidemiologic analysis of morbidity and mortality data, looking at the effects of marital status, occupation, and altitude. He also developed many epidemiologic concepts and techniques still in use today.

 John Snow, an anaesthesiologist, conducted a series of investigations in London that later earned him the title “the father of field epidemiology.” Twenty years before the development of the microscope, Snow conducted studies of cholera outbreaks both to discover the cause of disease and to prevent its recurrence. Because his work classically illustrates the sequence from descriptive epidemiology to hypothesis generation to hypotheses testing (analytic epidemiology) to application.

ACTIVITIES

	Discuss the evolution of epidemiology in more details including others who made history of epidemiology


Key aspects of epidemiology ( www.epidemiolog.net ), 

A number of other fields – medicine, nursing, dentistry, pharmacy, demography, sociology, health psychology, health education, health policy, nutrition – share many common features and areas of interest with epidemiology (and with each other). Some of the key aspects of epidemiology are:

Epidemiology deals with populations , thus involving:

Rates and proportions,  Averages, Heterogeneity within, Dynamics - demography, environment, lifestyle

As other sciences, epidemiology involve measurement , entailing the need for:

Epidemiology Definition, functions, and characteristics 
 Definition of the phenomena, Spectrum of disease, Sources of data and 
 Compromise

Most epidemiologic studies involve comparison , introducing considerations of:

Standards of reference for baseline risk;  Equivalent measurement accuracy; Adjustment for differences

Epidemiology is fundamentally multidisciplinary , since it must consider:

Statistics, biology, chemistry, physics, psychology, sociology, demography, geography,

environmental science, policy analysis, …

 Interpretation - consistency, plausibility, coherence

 Mechanisms - pathophysiology, psychosocial, economic, environmental

 Policy - impact, implications, ramifications, recommendations, controversy
 Unique contribution of epidemiology

In an earlier era, epidemiology was characterized as “the basic science of public health work and of preventive medicine” 

Moreover, epidemiology deals with the “bottom line”, with the reality of human health. True, epidemiologic research suffers from many limitations. Indeed, in comparison to laboratory science, epidemiology may seem somewhat crude – akin/similar to sculpting with a hammer but no chisel.

Laboratory studies provide better control of the confounding influences of genetic, environmental, and measurement variability. But the public health relevance of laboratory findings is often uncertain due to:

· Differences between in vitro (test tube) and in vivo (whole animal) systems

· Differences in susceptibility across species

· Difficulty of extrapolating across dosages, routes of administration, cofactors, lifespans

· Problems in generalizing results from highly controlled settings to free-living populations
A brief history of public/community health and Epidemiology
Community attempts to prevent and limit the spread of disease go back to antiquity. For example, religious traditions against eating pork and shellfish reflect the special hazards of eating those foods when inadequately preserved or prepared. As often happens in public/community health, even without an understanding of the underlying etiology, effective preventive measures can be taken.
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UNIT 2:      STUDYING POPULATIONS – BASIC DEMOGRAPHY
Introduction
This unit gives learners an opportunity to discuss population factors which influence the health of communities.
Unit Learning Outcomes

Discuss demographic influence on health of populations
Unit Content

Some basic concepts and techniques from demography - population growth, population

characteristics, measures of mortality and fertility, life tables, cohort effects.

The “demi” in epidemiology

Since the primary subject matter of epidemiology is people (except for veterinary epidemiologists, who apply the same concepts and methods to studying other animal populations), a logical place to begin the study of epidemiology is with some basic concepts of demography.

Population growth – an epidemic of homo sapiens*

For its first few million years, the species that we refer to as homo sapiens numbered probably fewer than 10 million, due to high mortality. In about 8000 B.C., with the beginning of agriculture, significant population growth began, bringing world population to about 500 million over a 6000- year period. At that point (1650 AD), growth accelerated sharply, so that world population doubled in 150 years (1 billion in 1800), doubled again in 130 years (1930), and doubled yet again in 45 years (4 billion in 1975). Every decade the world’s population increases by about 1 billion, mostly in the developing countries. The population will reach 6 billion in early 1999. It is projected to reach 9.5 billion by 2030 and 12.6 billion by 2100.

World Population in (millions)

	Region Population
	2 010 population
	Current population

	Asia 

Africa 

Europe 

Latin America & Caribbean 

North America 

Oceania (Australia, NZ, and Pacific) 

World
	
	


The Demographic Transition

A fundamental model developed to describe population dynamics is the Demographic Transition model. The model posits four stages in the evolution of the population in a society.

1. High fertility, high mortality (pre-industrial)

2. High fertility, declining mortality (industrializing)

3. Declining fertility, low mortality

4. Low fertility, low mortality (stable population)
Demographic balancing equation

If birth and death are the two most fundamental demographic processes, migration is probably the third. The size of the world’s population is (at least at present) completely determined by birth and death rates, but the population in any particular region or locale is also determined by net migration
Population age structure and the population pyramid

For every 10 people in the world:

· 3 are younger than 15 years of age

· 4 live in an urban area

· 6 live in Asia (2 in China, 1 in India)

· 8 live in developing countries

An important dynamic in population growth is the reciprocal relationship between the rate of

natural increase (births - deaths) and the age structure of the population. The latter is one of the strongest influences on the growth rate of a population, since both fertility and mortality vary greatly by age. A younger population has a higher rate of natural increase; a high rate of natural increase in turn lowers the median age of a population.
The population pyramid

Demographers display the age structure of a population by constructing a graph in which the

population size in each age band is depicted by a horizontal bar that extends from a centerline to the left for one gender and to the right for the other, with the age bands arranged from lowest (at the horizontal axis) to highest. A population pyramid for a population that is growing rapidly, e.g. Kenya, resembles a pillar that is very broad at the base (age 0-1 years) and tapers continuously to a point at the top. In contrast, the population pyramid for a zero-growth population, e.g. Denmark, resembles a bowling pin, with a broader bottom and middle, and narrower base and top 
Activity
	Discuss the major factors involved to describe the pyramids described above


Demographic concepts, measures, and techniques

The (crude) birth rate is the number of births during a stated period divided by population size.

The (crude) death rate is the number of deaths during a stated period divided by population size.

Population-based rates are usually expressed per 100, 1000, 10,000, or per 100,000 to reduce the need for decimal fractions. 
	[image: image4.emf]
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Fertility and fecundity

An obvious limitation of the birth rate is that its denominator includes the total population even though many members (e.g., young children) cannot themselves contribute to births - and only women give birth. Thus, a general fertility rate is defined by including in the denominator only women of reproductive age:

[image: image6.emf]
In English, fertility refers to actual births. Fecundity refers to the biological ability to have children (the opposite of sterility). In Spanish, however, fecundidad refers to actual births, and fertilidad (opposite of sterilidad) refers to biological potential (Gil, 2001).

Disaggregating by age

A key consideration in interpreting overall birth, death, fertility, and almost any other rates is that they are strongly influenced by the population’s age and sex composition structure. That fact does not make these “crude” overall rates any less real or true or useful. But failure to take into account population composition can result in confusion in comparing crude rates across populations with very different composition. 

Total fertility rate (TFR)

Standardization of rates and ratios is the topic for a later in the course. But there is another important technique that is used to summarize age-specific rates. For fertility, the technique yields the total fertility rate (TFR) -- the average number of children a woman is expected to have during her reproductive life. The average number of children born to women who have passed their fecund years can, of course, be obtained simply by averaging the number of live births. In contrast, the TFR provides a projection into the future. The TFR summarizes the fertility rate at each age by projecting the fertility experience of a cohort of women as they pass through each age band of their fecund years 

Life expectancy

The technique, of using current data for people across a range of ages to project what will happen to a person or population who will be passing through those ages, is also the basis for a widely-cited summary measure, life expectancy. Life expectancy is the average number of years still to be lived by a group of people at birth or at some specified age. Although it pretends to foretell the future, life expectancy is essentially a way of summarizing of a set of age-specific death rates. It thus provides a convenient indicator of the level of public health in a population and also a basis for setting life insurance premiums and annuity payments.

In order to understand life expectancy and TFR's, it is important to appreciate the difference between these demographic summary measures and actual predictions. A prediction involves judgment about what will happen in the future. Life expectancy and TFR’s are simply ways of presenting the current experience of a population. Thus, my prediction is most of us will live beyond our life expectancy! 

Life expectancy computation and the current life table

Life expectancy is computed by constructing a demographic life-table. A demographic life table depicts the mortality experience of a cohort (a defined group of people) over time, either as it occurs, has occurred, or would be expected to occur. Imagine a cohort of 100,000 newborns growing up and growing old. Eventually all will die, some as infants or children, but most as elderly persons. The demographic life table applies age-specific risks of death to the surviving members of the cohort as they pass through each age band. Thus, the demographic life table (also called a current life table) is a technique for showing the implications on cohort survival of a set of age specific death rates. 

ACTIVITY

	Calculation the life expectance using the following formula
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Differenciate the death risk and death rate
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UNIT 3       DYNAMICS OF DISEASE TRANSMISSION AND NATURAL HISTORY OF DISEASE
Unit learning outcomes

· Analyze dynamics of disease transmission and natural history of disease

· explain the spectrum of development and manifestations of pathological communicable disease conditions 

· Discuss measuring and controlling  health problems in defined populations

Assement Criteria
Define the  disease concepts., 

Discuss how to detect and classify the disease concepts, 

Explain how to track disease and other health states. 

explain the spectrum of development and manifestations of pathological communicable disease conditions 

Discuss how to measure and control health problems in defined population
Definition and classification of disease

Although the public health profession is sometimes inclined to refer to the health care system as a "disease care system", others have observed that public health also tends to be preoccupied with disease. One problem with these charges is that both "health" and "disease" are elusive concepts.

Defining health and disease

Rene Dubos (Man Adapting )derided dictionaries and encyclopedias of the mid-20th century for defining "disease as any departure from the state of health and health as a state of normalcy free from disease or pain". In their use of the terms "normal" and "pathological", contemporary definitions have not entirely avoided an element of circularity

Health – "a state of optimal physical, mental, and social well-being, and not merely the

absence of disease and infirmity."
A morbid entity characterized usually by at least two of these criteria: recognized etiologic agent(s), identifiable group of signs and symptoms, or consistent anatomical alterations.

Literally dis-ease, the opposite of ease, when something is wrong with a bodily function."

1. The state of the organism when it functions optimally without evidence of disease or abnormality.

2. A state of dynamic balance in which an individual's or a group's capacity to cope with all the circumstances of living is at an optimum level.

3. A state characterized by anatomical, physiological, and psychological integrity; ability to perform personally valued family, work, and community roles; ability to deal with physical, biological, and psychological and social stress; a feeling of well-being; freedom from the risk of disease and untimely death."

Disease – "any deviation from or interruption of the normal structure or function of any

part, organ, or system (or combination thereof) of the body that is manifested by a

characteristic set of symptoms and signs . . .".

Classification of disease states 

As stated in an early (1957) edition of the Manual of the International Statistical Classification of Diseases,

Injuries, and Causes of Death (ICD): "Classification is fundamental to the quantitative study of any phenomenon. It is recognized as the basis of all scientific generalization and is therefore an essential element in statistical methodology. In classifying disease conditions, choices and compromises must be made among classifications based on etiology, anatomical site, age, and circumstance of onset, as well as on the quality of information available on medical reports. There may also need to be adjustments to meet varied requirements of vital statistics offices, hospitals, armed forces medical services, social insurance organizations, sickness surveys, and numerous other agencies. 

Defining and measuring the disease phenomena

Perhaps the first and most important issue in planning or interpreting an epidemiologic study is the definition and measurement of the disease and/or phenomena under study. How satisfactorily this issue can be addressed depends on the nature of the phenomena, the extent of knowledge about it, and the capability of available technology. The specific circumstances can range from the report of a case or series of cases that do not fit the characteristics of any known disorder to a disease that has been thoroughly studied and for which highly accurate and specific diagnostic procedures are available.

The Epidemiological Model/triangle
The epidemiological model comprise of the three elements which work to influence disease causation. As long as a state of equilibrium exists between host, agent and environment the state of health is maintained. Changes in one of these factors can influence the occurrence of a disease by either increasing or decreasing a person’s risk for the disease.


HOST




Agent
Environment

The Epidemiological Model/triangle
ACTIVITY
	Discuss the epidemiological model/triangle in detail
Discuss the levels of disease prevention in relation to dynamics of disease transmission


Natural History and Spectrum of Disease

Natural history of disease refers to the progress of a disease process in an individual over time, in the absence of intervention. The process begins with exposure to or accumulation of factors capable of causing disease. Without medical intervention, the process ends with recovery, disability, or death.

Natural history of disease

Key events


Time frame

Stages of 

diseases

	Stages of susceptibility
	Stage of subclinical disease
	Stage of clinical disease
	Stage of recovery, disability or death



Figure 1 Natural history of disease timeline The natural history begins with the appropriate exposure to or accumulation of factors sufficient to begin the disease process in a susceptible host. For infectious disease, the exposure usually is a microorganism. For cancers, the critical factors may require both cancer initiators, such as asbestos fibers or components in tobacco smoke (for lung cancer), and cancer promoters, such as estrogens (for endometrial cancer).

For infectious diseases, this period is usually called the incubation period; for chronic diseases, this period is usually called the latency period. This period may be as brief as seconds for hypersensitivity and toxic reactions to as long as decades for certain chronic diseases. Even for a single disease, the characteristic incubation period has a range. For example, for hepatitis A, this range is about 2 to 6 weeks. For leukemia associated with exposure to the atomic bomb blast in Hiroshima, the range was 2 to 12 years with a peak at 6 to 7 years

Criteria for early detection of disease through screening

Criteria to be met before screening for a given disease:

1. Natural history of disease must be understood

2. Effective treatment is available

3. A test is available by which the disease can be recognized in its pre-clinical phase

4. The application of screening makes better use of limited resources than competing medical

activities

Evaluation of screening programs

Early outcomes for evaluating a screening program are stages of the disease and case fatality. If the screening is effective, the stage distribution for cases should be shifted towards earlier stages and a greater proportion of patients should survive for any given time period. Late outcomes are reduced morbidity and mortality. However, these outcome measures can all be affected by features of disease definition and natural history. Three potential pitfalls are lead time, length bias, and over diagnosis.
ACTIVITY

	Review the transmission cycle

Explain the chain of causation


Implications for public/community health Nursing

By knowing how an agent exits and enters a host, and what its modes of transmission are, we can determine appropriate control measures. In general, we should direct control measures against the link in the infection chain that is most susceptible to interference, unless practical issues


Activity

	Study each stage of the timeline of the natural history of disease.

	 Discuss the interventions that you would put in place at each stage


Measuring accuracy in classification and detection

In general, any deviation between the (often-unknown) truly relevant biological entity and the result of the system used to define and detect or quantify it can be regarded as measurement error.
 Besides their use in epidemiology in general, these measures are important for the selection and interpretation of diagnostic tests used in clinical practice.

If a condition or characteristic can be present or absent, then the accuracy of our system of detection and labeling can be assessed by its ability to detect the condition in those who have it as well as by its ability to correctly classify people in whom the condition is absent. Note that for a rare condition, overall accuracy [(a+d)/n in the table below] primarily reflects the correct identification of non cases, thus giving little information about the correct identification of cases. Also, overall accuracy ignores the fact that different kinds of errors have different implications.

Epidemiologists therefore employ separate, complementary measures for the correct classification of cases and of non cases. The basic measures are:

Sensitivity – the proportion of persons who have the condition who are correctly identified as

cases.

Specificity – the proportion of people who do not have the condition who are correctly

classified as none cases.

The definitions of these two measures of validity are illustrated in the following table.
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Predictive value

Sensitivity and specificity are, in principle, characteristics of the test itself. In practice, all sorts of factors can influence the degree of sensitivity and specificity that are achieved in a particular setting (e.g., calibration of the instruments, level of training of the reader, quality control, severity of the condition being detected, expectation of positivity). 

The concept of predictive value is used to assess the performance of a test in relation to a given frequency of the condition being sought. The positive predictive value (PPV) is defined as the proportion of people with the condition among all those who received a positive test result.

Similarly, the negative predictive value is the proportion of people without the condition among all those who received a negative test result. Using the same table as before:

[image: image9.emf]
The number of false positives equals the false positive rate (1–specificity) multiplied by the number of no cases, which for a rare disease is almost the same as the population size. So unless the prevalence is greater than the false positive rate, the majority of test positives will not have the disease. For example, if only 1% of the population has the condition, then even if the specificity is 95% (false positive rate of 5%) the group who receive positive tests will consist primarily of non cases:

Cases detected (assume 100% sensitivity):

100% sensitivity x 1% with the condition = 1% of population

False positives:

95% specificity x 99% without the condition = 94.05% of population correctly classified, leaving 5.95% incorrectly labeled positive

Total positives:

1% + 5.95% = 6.95% of population

Proportion of positives who are cases (PPV) = 1% / 6.95% = 14%
[image: image10.emf]
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Unit 4: EPIDEMIOLOGIC MEASURES OF DISEASE AND MORTALITY
Introduction

This unit provides the learner with methods of measuring disease and conditions in a population.

Unit learning outcomes:

Analyze major determinants of health and their impact on the health of populations.  
Explain descriptive statistics in community health nursing
Discuss measuring occurrence and extent of disease 
Explain the incidence, prevalence and survivorship;
Discuss weighted averages, exponents, and logarithms.
UNIT CONTENT
Descriptive statistics:

Measures of central tendency: (Mean, median, mode, range, standard deviation, standard error of the mean

ACTIVITY

	Review and calculate* and interpret the following measures of central location:

· Mean, median,  mode, Range, Inter-quartile range, percentile


Measures of Central location

When we graph frequency distribution data, we often find that the graph looks something like, with a large part of the observations clustered around a central value.

This clustering is known as the central location or central tendency of a frequency distribution. The value that a distribution centers around is an important characteristic of the distribution. Once it is known, it can be used to characterize all of the data in the distribution.

We can calculate a central value by several methods, and each method produces a somewhat different value. The central values that result from the various methods are known collectively as measures of central location. Of the possible measures of central location, we commonly use three in epidemiologic investigations: the arithmetic mean, the median, and the mode.

Measures that we use less commonly are the midrange and the geometric mean

We will discuss the measures of central location in more detail after we describe the other properties of frequency distributions. A second property of frequency distributions is variation or dispersion, which is the spread of a distribution out from its central value. Some of the measures of dispersion that we use in epidemiology are the range, variance, and the standard deviation. The dispersion of a frequency distribution is independent of its central location. 

Activity

	Choose and apply the appropriate measure of central location

Calculate* and interpret the following measures of dispersion:

— geometric mean,— variance,— standard deviation

— confidence interval (for mean)


A third property of a frequency distribution is its shape. The graphs of the theoretical distributions in Figures 3.2 and 3.3 were completely symmetrical. Frequency distributions of some characteristics of human populations tend to be symmetrical. 

On the other hand, the graph of suicide data was asymmetrical (the a- at the beginning of a word means “not”). A distribution that is asymmetrical is said to be skewed.

A distribution that has the central location to the left and a tail off to the right is said to be “positively skewed” or “skewed to the right.”. A distribution that has the central location to the right and a tail off to the left is said to be “negatively skewed” or “skewed to the left.” 

Figure 1
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Activity

	Using a realistic community example, calculate and interpret all the components of measures of central location:- 
— geometric mean,— variance,— standard deviation

— confidence interval (for mean)


Levels of measurement

One area where objectives, availability of data, and conceptual models come to bear is the level of measurement for a specific phenomenon or construct. Consider the construct of educational attainment, a variable that is ubiquitous in epidemiologic research. We can (1) classify people as being or not being high school graduates; (2) classify them into multiple categories (less than high school, high school graduate, GED, trade school, technical school, college, professional degree, graduate degree); (3) record the highest grade in school they have completed; or (4) record their scores on standardized tests, which we may need to administer.
The first alternative listed illustrates the most basic “measurement” we can make: a dichotomous (two category) classification. People can be classified as “cases” or “non cases”, “exposed” or “unexposed”, male or female, etc. Communities can be classified as having a mandatory seat-belt law or not, as having a needle exchange program or not, etc.
Potentially more informative is a polytomous (more than two categories) classification, such as country of origin, religious preference, ABO blood group, or tumor histology (e.g., squamous cell, oat cell, adeno carcinoma). A polytomous classification can be nominal – naming categories but not rank ordering them, n – or ordinal, where the values or categories can be rank-ordered along some dimension. For example, we might classify patients as “non-cases”, “possible cases” “definite cases” or injuries as minimal, moderate, severe, and fatal.

ACTIVITY

	· Explain the interval level of a disease

· differentiate an interval scale from most of the measures we use in physical sciences is the absence of a fixed zero point

· explain the scale ratio


Activity

	Review the basic measurements  in epidemiology:

Measurement of morbidity

Measurement of mortality

Measurement of disability

Measurement of natality


Basic measures in disease risk

ACTIVITY

	

	Explain and calculate the following concepts:

Validity              Sensitivity

Reliability           Specificty

Accuracy


Measures of association: 

This measure show much greater the frequency of disease in one group compared with another; often presented in a form of a two by two table 

SYSTEMATIC AND RANDOM ERROR

Virtually any study involving data collection is subject to error, and in community nursing studies and epidemiologic studies are no exceptions. The error that occurs in these studies is broadly of two types: random and systematic.
Random Error

The defining characteristic of random error is that it is due to “chance” and, as such, is unpredictable. Suppose that a study is conducted on two occasions using identical methods. It is possible for the first replicate to lead to a correct inference about the study hypothesis, and for the second replicate to result in an incorrect inference as a result of random error. 
The cardinal feature of systematic error, and the characteristic that distinguishes it

from random error, is that it is reproducible. For the most part, systematic error occurs as a result of problems having to do with study methodology. If these problems are left unattended and if identical methods are used to replicate the study, the same systematic errors will occur. 

Activity

	· Using the example above explain compare and contrast with realistic community nursing example random and systematic error

· Which error is statistically accepted in nursing research


INCIDENCE DENSITY

We can also categorize epidemiologic measures according to the type of data necessary to obtain them:

1. Measures derived from routine data collection systems, e.g., vital events registration, cancer registries, reporting of communicable diseases.

2. Measures derived from data collected in epidemiologic studies or for related purposes (e.g., clinical studies, health insurance records).

3. Measures derived from theoretical work in biometry - no data necessary! e.g., Risk of disease in exposed = Pr [D|E]

[image: image12.emf]
2.2 MEASURES OF EFFECT

The term exposure of the disease can refer to any characteristic that we wish to investigate as potentially having a health-related impact to the community . Examples are: contact with a toxic substance, treatment with an innovative medical therapy, having a family history of illness, engaging in a certain lifestyle practice, and belonging to a particular socio-demographic group.

ACTIVITY

	Measures derived from routinely collected data

Calculate using formal formula and Explain the vital statistics data in epidemiology, Examples of measures published from such data are:

· total death rates

· cause-specific death rates

· birth rates (births per 1,000 population)

· infant mortality rates

· abortion/live birth ratio

· maternal mortality rate


ACTIVITY

	Compare and contrast  the measures of effect in case cohort studies and case control studies


NOTE

	Remember: All rates, ratios, and other measures can be:

Specific to a group defined by age, sex, and/or other factors.

Adjusted for age, sex, or other relevant variable(s);

Crude (i.e., neither specific nor adjusted).


Risk Difference, Risk Ratio, and Odds Ratio

When an exposure is related to the risk of disease we say that the exposure has an

“effect.” We now define several measures of effect which quantify the magnitude of

the association between exposure and disease in a closed cohort study.

The risk difference, defined by RD = π1−π2, is an intuitively appealing measure

of effect. Since π1 = π2 + RD, the risk difference measures change on an additive

scale. If RD > 0, exposure is associated with an increase in the probability of disease;

if RD < 0, exposure is associated with a decrease in the probability of disease; and

if RD = 0, exposure is not associated with the disease.

The risk ratio, defined by RR = π1/π2, is another intuitively appealing measure

of effect. In some of the epidemiologic literature the risk ratio is referred to as the

relative risk, but this terminology will not be used in this book. Since π1 = RRπ2,

the risk ratio measures change on a multiplicative scale.

Note that RR is undefined when π2 = 0, a situation that is theoretically possible but of little interest from an epidemiologic point of view. If RR > 1, exposure is associated with an increase in the probability of disease; if RR < 1, exposure is associated with a decrease in the probability of disease; and if RR = 1, exposure is not associated with the disease. A measure of effect that has both additive and multiplicative features is (π1−π2)/π2 =RR − 1, which is referred to as the excess relative risk (Preston, 2000). 

A related measure of effect is (π1 −π2)/π1 = 1−(1/RR), which is called the attributable risk percent (Cole and MacMahon, 1971). These measures of effect are closely related to the risk ratio and will not be considered further.
ACTIVITY

	Calculate Discuss the similarities and differences on risk difference, risk ratio and odds ratio


So probability and odds ratio are equivalent ways of expressing the same information.

Although appearing to be somewhat out of place in the context of health-related studies, odds terminology is well established in the setting of games of chance. As an example, the probability of picking an ace at random from a deck of cards is  π = 4/52 = 1/13. The odds is therefore ω = (4/52)/(48/52) = 1/12, which can be written as 1:12 and read as “1 to 12.” Despite their nominal equivalence, probability and odds differ in a major respect: π must lie in the interval between 0 and 1, whereas ω can be any nonnegative number. An important characteristic of the odds is that it satisfies a reciprocal property: If ω = π/(1−π) is the odds of a given outcome, then (1−π)/[1−(1−π)] = 1/ω is the odds of the opposite outcome.

There are four principal alternatives to estimating the 3-year CI:

1. Ignore the deaths:

3-year CI = 10/200 = .05

2. Ignore the people who died (analyze only the people followed for all 3 years):

3-year CI = 10/(200-20) = .056

3. Compromise by counting the 20 people who died as if they were 10 people who were at risk for the full 3 years:

3-year CI = 10/(200-20/2) = .053

4. Use a life table, in which (a) CI is computed for each segment of the period (e.g., annually) to estimate the risk during that segment; (b) risks are converted to survival probabilities (1-risk); and (c) risks are multiplied to obtain the 3-year survival probability and therefore the 3-year risk (1 - survival probability).

5. Take the inverse of the Kaplan-Meier estimated survival proportion. This method is the same as the previous one except that the segments are made so short that only a single case occurs in any one segment. Segments with no cases have 100% survival, so the K-M survival estimate is the product of the proportion surviving during each interval when a case occurs.

ACTIVITY

	Calculate and interpret the person time


Standardization of rates and ratios

Adjustment and standardization

The terms "adjustment" and "standardization" both refer to procedures for facilitating the comparison of summary measures across groups. Such comparisons are often complicated by differences between the groups in factors that influence the measures of interest but which are not the focus of attention. Adjustment attempts to remove the effects of such "extraneous" factors that might prevent a "fair" comparison.

ACTIVITY

	Calculate and interpret Standardization of rates and ratios
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CONFOUNDING

One of the defining features of epidemiology as a field of inquiry is the concern (some might say preoccupation) over a particular type of systematic error known as confounding. In many epidemiologic studies the aim is to isolate the causal effect of a particular exposure on the development of a given disease. When there are factors that have the potential to result in a spurious increase or decrease in the observed effect, the possibility of confounding must be considered. Early definitions of confounding were based on the concept of collapsibility, an approach which has considerable intuitive appeal. The current and widely accepted definition of confounding rests on counterfactual arguments that, by contrast, are rather abstract. As will be shown, the collapsibility and counterfactual definitions of confounding have certain features in common. We will develop some preliminary insights into confounding using the collapsibility approach and then proceed to a definition of confounding based on counterfactual arguments (Greenland et al., 1999).

Counterfactuals, Causality, and Risk Factors

The concept of causality has an important place in discussions of confounding (Pearl,

2000,). The idea of what it means for something to “cause” something else

is a topic that has engaged philosophers for centuries. Holland (1986) and Greenland

et al. (1999) review some of the issues related to causality in the context of inferential

statistics. A helpful way of thinking about causality is based on the concept of

counterfactuals. Consider the statement “smoking causes lung cancer,” which could

be given the literal interpretation that everyone who smokes develops this type of

tumor. 
Epidemiologists are usually uncomfortable making claims about causality, generally

preferring to discuss whether an exposure and disease are associated or related.

The term “risk factor” imparts a sense of causality and at the same time is appropriately conservative for an epidemiologic discussion. So instead of referring to smoking

as a cause of lung cancer, it would be usual in an epidemiologic context to say

that smoking is a risk factor for this disease. 

The term risk factor is also used for any condition that forms part of a causal chain connecting an exposure of interest to a given disease. 

The Concept of Confounding

The type of problem posed by confounding is best illustrated by an example. Imagine

a closed cohort study investigating alcohol consumption as a possible risk factor for lung cancer. The exposed cohort consists of a group of individuals who consume alcohol (drinkers) and the unexposed cohort is a group who do not (nondrinkers).

Setting aside the obvious logistical difficulties involved in conducting such a study, suppose that at the end of the period of follow-up the proportion of drinkers who develop lung cancer is greater than the corresponding proportion of nondrinkers.

because of the intermediate role played by smoking.

These ideas are captured visually in Figure 2 which is referred to as a causal diagram. In the diagram we use E, D and F to denote drinking (exposure), lung cancer (disease) and smoking (intermediate factor), respectively. The unidirectional solid arrow between smoking and lung cancer indicates a known causal relationship, the bidirectional solid arrow between drinking and smoking stands for a known noncausal association, and the unidirectional dashed arrow between drinking and lung  
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Figure 2: Causal diagram for drinking as a risk factor for lung cancer

A quantitative approach to examining whether smoking results in a spurious association

between drinking and lung cancer involves stratifying (dividing) the cohort

into smokers and nonsmokers, and then reanalyzing the data within strata. Stratification

ensures that the subjects in each stratum are identical with respect to smoking

status. So if the association between drinking and lung cancer is mediated through

smoking, this association will vanish within each of the strata. In a sense, stratifying

by smoking status breaks the connection between drinking and lung cancer in each

stratum by blocking the route through smoking. In fact, drinking is not a risk factor

for lung cancer and so, random error aside, within each smoking stratum the proportion

of drinkers who develop lung cancer will be the same as the proportion of

nondrinkers. 

So after accounting (controlling, adjusting) for smoking we conclude

that drinking is not a risk factor for this disease. In the crude (unstratified) analysis,

drinking appears to be a risk factor for lung cancer due to what we will later refer

to as confounding by smoking. 

As with any mathematical construct, the manner in which confounding is operationalized

for the purposes of data analysis is a matter of definition; and, as we will

see, different definitions are possible. The process of arriving at a definition of confounding is an inductive one, with concrete examples examined for essential features

which can then be given a more general formulation. 

ACTIVITY

	Discuss and calculate the risk factor of the disease in a close cohort

Compare and contrast the hypothetical closed cohort and the open cohort


COLLAPSIBILITY APPROACH TO CONFOUNDING

Averagebility and Strict Collapsibility in Closed Cohort Studies

An analysis of the risk difference, risk ratio, and odds ratio in stratified 2 × 2 tables, where the stratifying variable F has J ≥ 2 categories. The results of this analysis provide insight into the empirical findings in Tables 2.2(a)– 2.2(e), in particular the reason for Simpson’s paradox. For a given measure of effect, let M denote the crude value, let μj denote the j th stratum-specific value ( j = 1, 2, . . . , J ), and let μmin and μmax be the minimum and maximum values of the μj . We are particularly interested in determining conditions that ensure that μmin ≤ M ≤ μmax; that is, conditions that guarantee that Simpson’s paradox will not be present. 
M is said to be averageble (for a given stratification) if it can be expressed as

a weighted average of the μj , for some set of weights. We now show that M is

averageable if and only if μmin ≤ M ≤ μmax.

	Discuss a two by two table in calculation of relative risk; risk ratio and odds ratio

Show on how to Calculate the risk difference using a two by two table


ACTIVITY

ACTIVITY

	Draw up a two by two table to calculate and interprete the effect of odds rate on the cancer patients


A Peculiar Property of the Odds Ratio

ACTIVITY

	Explain the measures of effect and homogeneity of the data


For a given measure of effect, suppose that F is not an effect modifier; that is,
suppose the measure of effect is homogeneous (across strata of F). Since condition

(a) is then satisfied, it follows that F is a confounder if and only if the measure of

effect is not strictly collapsible. Since the measure of effect is assumed to be homogeneous, F is a confounder if and only if the measure of effect is not averageable. We described sufficient conditions for the risk difference and risk ratio to be averageable; that is, either F is not a risk factor for the disease in the unexposed population or F is not
associated with exposure in the population. It follows that if the risk difference and

risk ratio are not averageable, then F must be a risk factor for the disease in the

unexposed population and F must be associated with exposure in the population.

So, given that F is not an effect modifier, the following are necessary conditions for

F to be a confounder of the risk difference and the risk ratio:

1. F is a risk factor for the disease in the unexposed population.

2. F is associated with exposure in the population.

Analogous arguments apply to the odds ratio: Given that F is not an effect modifier,

the following are necessary conditions for F to be a confounder of the odds

ratio:

1. F is a risk factor for the disease in the unexposed population.

3. F is associated with exposure among those who do not develop the disease

COUNTERFACTUAL APPROACH TO CONFOUNDING

Counterfactual Definition of Confounding in Closed Cohort Studies

The idea of counterfactual arguments was introduced in discussions

of causality. The counterfactual approach is well established in the field of philosophy

but has only recently been exploited in statistics and epidemiology (Rubin,1974;

Holland, 1986; Holland and Rubin, 1988). Below we present a definition of confounding

using counterfactuals (Greenland et al., 1999). 
The counterfactual unexposed cohort is an imaginary group of individuals, but if such a cohort were available it would constitute the ideal comparison group. Let π ∗1 denote the probability of disease in the counterfactual unexposed cohort and let RD∗ = π1 − π∗
1 be the risk difference comparing the exposed cohort to the counterfactual unexposed cohort. In order not to confuse comparison groups, we will refer to the unexposed cohort as the actual unexposed cohort.

Under ideal circumstances the probability of disease in the actual and counterfactual

unexposed cohorts would be equal—that is, π2 = π

∗1—in which case we would have RD = RD∗. According to the counterfactual definition, confounding is present when π2 _= π1 . In this case the risk difference (and other measures of effect) are said to be confounded. In order for confounding to be absent, it is not necessary

that the actual unexposed cohort be even remotely similar to the counterfactual unexposed cohort, only that the identity π2 = π 1 is satisfied. For example, a group of females could serve as the actual unexposed cohort in a study of all-cause mortality in prostate cancer patients. The risk difference would be unconfounded  provided the probability of death in this comparison group happened to be equal to the probability of death in the counterfactual unexposed cohort.

The counterfactual definition of confounding is a useful construct but has the

obvious drawback that the counterfactual unexposed cohort is imaginary. 

Reference

Last, John, M. (edit) (1995) A dictionary of Epidemiology

Oxford University Press, New York

UNIT 4: Interpretations and critique of epidemiologic research
Introduction

This unit gives an opportunity for learners to interpret and critique epidemiological research.

 Unit learning outcomes
Discuss methods used to interpret data

Critique epidemiologic research findings

 (This unit will be presented by the students in class)
Unit Content

Define the following :- Causality, statistical association, random errors, bias, confounding, sensitivity, specificity and predictive values
MEASUREMENT ISSUES IN COMMUNITY HEALTH  NURSING

In all fairness, based on the binomial model, the probability of observing

the data in the second replicate is:
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An epidemiologic study is usually designed with a particular hypothesis in mind,

typically having to do with a purported association between a predictor variable and an outcome of interest. For example, in an occupational epidemiologic study it might be hypothesized that exposure to a certain chemical increases the risk of cancer.

The classical approach to examining the truth of such a hypothesis is to define the

corresponding “null” hypothesis that no association is present. The null hypothesis

is then tested using inferential statistical methods and either rejected or not. In the

present example, the null hypothesis would be that the chemical is not associated

with the risk of cancer. Rejecting the null hypothesis would lead to the inference that the chemical is in fact associated with this risk.

The null hypothesis is either true or not, but due to random error the truth of the

matter can never be known with certainty based on statistical methods. The inference drawn from a hypothesis test can be wrong in two ways. If the null hypothesis is rejected when it is true, a type I error has occurred; and if the null hypothesis is not rejected when it is false, there has been a type II error. The probability of a type I error will be denoted by α, and the probability of a type II error will be denoted by β.

In a given application the values of α and β are determined by the nature of the stud

and, as such, are under the control of the investigator. It is desirable to keep α and β to a minimum, but it is not possible to reduce either of them to 0. For a given sample size there is a tradeoff between type I error and type II error, in the sense that α can be reduced by increasing β, and conversely .

Systematic Error

The cardinal feature of systematic error, and the characteristic that distinguishes it

from random error, is that it is reproducible. For the most part, systematic error occurs as a result of problems having to do with study methodology. If these problems are left unattended and if identical methods are used to replicate the study, the same systematic errors will occur. As can be imagined, there are an almost endless number of possibilities for systematic error in an epidemiologic study. For example, the study sample could be chosen improperly, the questionnaire could be invalid, the statistical analysis could be faulty, and so on. Certain epidemiologic designs are, by their very nature, more prone to systematic error than others.

 Case-control studies, , are usually considered to be particularly problematic in this regard due to the reliance on retrospective data collection. With careful attention to study methods it is possible minimize systematic error, at least those sources of systematic error that come to the attention of the investigator. In this chapter we focus on two types of systematic error which are particularly important in epidemiologic studies, namely, confounding and misclassification.

Ordinarily the findings from an epidemiologic study are presented in terms of a

parameter estimate based on a probability model. In the coin-tossing example the

focus would typically be on the parameter π from a binomial distribution, where

π is the (unknown) probability of the coin landing heads. When systematic error is

present, the parameter estimate will usually be biased in the sense of Section 1.2, and so it may either over- or underestimate the true parameter value. Epidemiology has borrowed the term “bias” from the statistical literature, using it as a synonym for systematic error. So when an epidemiologic study is subject to systematic error we say that the parameter estimate is biased or, rather more loosely, that the study is biased.

Activity

	· Using the example above explain compare and contrast with realistic community nursing example random and systematic error

· Which error is statistically accepted in nursing research


 MEASURES OF EFFECT

 Here “exposure” and “disease” are used in a generic sense. The term exposure can refer to any characteristic that we wish to investigate as potentially having a health-related impact. Examples are: contact with a toxic substance, treatment with an innovative medical therapy, having a family history of illness, engaging in a certain lifestyle practice, and belonging to a particular socio-demographic group.

 Likewise, the term disease can refer to the occurrence of any health-related outcome we wish to consider. Examples are: onset of illness, recovery following surgery, and death from a specific cause. In the epidemiologic literature, “risk” is sometimes used synonymously with probability, a convention that tends to equate the term with the probability parameter of a binomial model. Here we use the term risk more generally to connote the propensity toward a particular outcome, whether or not that tendency is modeled using the binomial distribution.

ACTIVITY

	Compare and contrast  the measures of effect in case cohort studies and case control studies




 Closed Cohort Study

There are many types of cohort studies, but the common theme is that a group of individuals, collectively termed the cohort, is followed over time and monitored for

the occurrence of an outcome of interest. For example, a cohort of breast cancer

patients might be followed for 5 years, with death from this disease as the study endpoint. In this example, the cohort is a single sample which is not being contrasted with any comparison group. As another example, suppose that a group of workers in a chemical fabrication plant is followed for 20 years to determine if their risk of leukemia is greater than that in the general population. In this case, the workers are being compared to the population at large.

A reality of cohort studies is that subjects may cease to be under observation

prior to either developing the disease or reaching the end of the planned period of

follow-up. When this occurs we say that the subject has become “unobservable.”

This can occur for a variety of reasons, such as the subject being lost to follow-up by the investigator, the subject deciding to withdraw from the study, or the investigator eliminating the subject from further observation due to the development of an inter current condition which conflicts with the aims of the study. Whatever the reasons, these occurrences pose a methodological challenge to the conduct of a cohort study.

Risk Difference, Risk Ratio, and Odds Ratio

When an exposure is related to the risk of disease we say that the exposure has an

“effect.” We now define several measures of effect which quantify the magnitude of the association between exposure and disease in a closed cohort study.

The risk difference, defined by RD = π1−π2, is an intuitively appealing measure

of effect. Since π1 = π2 + RD, the risk difference measures change on an additive

scale. If RD > 0, exposure is associated with an increase in the probability of disease; if RD < 0, exposure is associated with a decrease in the probability of disease; and if RD = 0, exposure is not associated with the disease.

The risk ratio, defined by RR = π1/π2, is another intuitively appealing measure

of effect. In some of the epidemiologic literature the risk ratio is referred to as the

relative risk, but this terminology will not be used in this book. Since π1 = RRπ2,

the risk ratio measures change on a multiplicative scale.

 Note that RR is undefined when π2 = 0, a situation that is theoretically possible but of little interest from an epidemiologic point of view. If RR > 1, exposure is associated with an increase in the probability of disease; if RR < 1, exposure is associated with a decrease in the probability of disease; and if RR = 1, exposure is not associated with the disease. A measure of effect that has both additive and multiplicative features is (π1−π2)/π2 =RR − 1, which is referred to as the excess relative risk (Preston, 2000). 

A related measure of effect is (π1 −π2)/π1 = 1−(1/RR), which is called the attributable risk percent (Cole and McMahon, 1971). These measures of effect are closely related to the risk ratio and will not be considered further.

ACTIVITY

	Discuss the similarities and differences on risk difference, risk ratio and odds ratio


So probability and odds are equivalent ways of expressing the same information.

Although appearing to be somewhat out of place in the context of health-related

studies, odds terminology is well established in the setting of games of chance. As

an example, the probability of picking an ace at random from a deck of cards is

π = 4/52 = 1/13. The odds is therefore ω = (4/52)/(48/52) = 1/12, which

can be written as 1:12 and read as “1 to 12.” Despite their nominal equivalence,

probability and odds differ in a major respect: π must lie in the interval between 0

and 1, whereas ω can be any nonnegative number. An important characteristic of the odds is that it satisfies a reciprocal property: If ω = π/(1−π) is the odds of a given outcome, then (1−π)/[1−(1−π)] = 1/ω is the odds of the opposite outcome. For example, the odds of not picking an ace is (48/52)/(4/52) = 12, that is, “12 to 1.”

Returning to the discussion of closed cohort studies, let ω1 = π1/(1 − π1) and

ω2 = π2/(1 − π2) be the odds of disease for the exposed and unexposed cohorts,

respectively. The odds ratio is defined to be
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Choosing a Measure of Effect

Risk Difference

The risk difference for the j th stratum is defined to be δ j = π1 j − π2 j . 

Risk Ratio

The risk ratio for the j th stratum is defined to be ρj = π1 j/π2 j .

Odds Ratio

The odds and odds ratio for the j th stratum are defined to be ω1 j = π1 j /(1 − π1 j ),

ω2 j = π2 j /(1 − π2 j ), and θ j = ω1 j/ω2 j . It follows that π1 j = ω1 j (1 − π1 j ) =

θ jω2 j (1 − π1 j ) and π2 j = ω2 j (1 − π2 j ),

ACTIVITY

	Draw up a two by two table to calculate and interprete the effect of odds rate on the cancer patients


A Peculiar Property of the Odds Ratio

It was noted in connection with Table 2.2(d) that the decision as to whether there

is homogeneity depends on the measure of effect under consideration. When homogeneity

is present we denote the common values of δ j , ρj, and θ j by δ, ρ, and θ,

respectively. Suppose that both the risk difference and risk ratio are homogeneous;

that is, δ j = δ and ρj = ρ for all j. Then δ = π1 j − π2 j = ρπ2 j − π2 j and so

π2 j = δ/(ρ−1) for all j . Therefore the π2 j are all equal and consequently condition

(i) is satisfied; that is, F is not a risk factor 

ACTIVITY

	Explain the measures of effect and homogeneity of the data


1. F is a risk factor for the disease in the unexposed population.

2. F is associated with exposure among those who do not develop the disease.

 In fact, these two properties are basically conditions 1 and 2 above. So, for studies analyzed using the risk difference or the risk ratio, the collapsibility definition of confounding meets our essential requirements.

However, a difficulty arises with studies analyzed using the odds ratio. The problem is that, according to the collapsibility definition, a confounder of the odds ratio has to satisfy conditions 1 and 3, but not necessarily condition 2. This means that a variable can be a confounder of the odds ratio even when it is not associated with the exposure.

Causality

Analyze the Role of genetic and environmental factors in disease causation

Unit 5: EPIDEMIOLOGICAL APPROACHES AND USES 
Unit Introduction
The unit provides the learner to explore epidemiological approaches and uses.
Unit Learning Outcomes

Epidemiology and the information generated by epidemiologic methods have many uses.

These uses are categorized and described below.

Population or community health assessment. To set policy and plan programs, public health officials must assess the health of the population or community they serve and must determine whether health services are available, accessible, effective, and efficient. To do this, they must find answers to many questions: What are the actual and potential health problems in the community? Where are they? Who is at risk? Which problems are declining over time?

Which ones are increasing or have the potential to increase? How do these patterns relate to the level and distribution of services available? The methods of descriptive and analytic epidemiology provide ways to answer these and other questions.

 With answers provided through the application of epidemiology, the officials can make informed decisions that will lead to  improved health for the population they serve.

Individual decisions. People may not realize that they use epidemiologic information in their daily decisions. 

Completing the clinical picture. When studying a disease outbreak, epidemiologists depend on clinical physicians and laboratory scientists for the proper diagnosis of individual patients.

But epidemiologists also contribute to physicians’ understanding of the clinical picture and natural history of disease. 
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Activity

	Describe how this information might be used for each of the following:

a. Population or community health assessment

b. Individual decisions

c. Search for causes.


The Epidemiologic Approach

An epidemiologist determines What, When, Where, Who, and Why. However, the epidemiologist is more likely to describe these concepts in slightly different terms: case definition, time, place, person, and causes.

Case Definition

A case definition is a set of standard criteria for deciding whether a person has a particular disease or other health-related condition. By using a standard case definition we ensure that every case is diagnosed in the same way, regardless of when or where it occurred, or who identified it. We can then compare the number of cases of the disease that occurred in one time or place with the number that occurred at another time or another place. For example, with a standard case definition, we can compare the number of cases of hepatitis A that occurred in

 A case definition consists of clinical criteria and, sometimes, limitations on time, place, and person. The clinical criteria usually include confirmatory laboratory tests, if available, or combinations of symptoms (subjective complaints), signs (objective physical findings), and other findings. For example, the case definition for rabies that has been excerpted requires laboratory confirmation.

 Investigators of the causes of a disease outbreak want to be certain that any person included in the investigation really had the disease.

 The investigator will prefer a specific or “strict” case definition. For instance, in an outbreak of Salmonella agony, the investigators would be more likely to identify the source of the infection if they included only persons who were confirmed to have been infected with that organism, rather than including anyone with acute diarrhea, because some persons may have had diarrhea from a different cause. In this setting, the only disadvantage of a strict case definition is an underestimate of the total number of cases.

Laboratory criteria for diagnosis

• Detection by direct fluorescent antibody of viral antigens in a clinical specimen (preferably the brain or the nerves surrounding hair follicles in the nape of the neck), or • Isolation (in cell culture or in a laboratory animal) of rabies virus from saliva, cerebrospinal fluid (CSF), or central nervous system tissue, or

• Identification of a rabies-neutralizing antibody titer greater than or equal to 5 (complete neutralization) in the serum or CSF of an unvaccinated person

Numbers and Rates

A basic task of a health department is counting cases in order to measure and describe morbidity. When physicians diagnoses a case of a reportable disease they send a report of the case to their local health department. These reports are legally required to contain information on time (when the case occurred), place (where the patient lived), and person (the age, race, and sex of the patient). A simple count of cases, however, does not provide all the information a health department needs. To compare the occurrence of a disease at different locations or during different times, a health department converts the case counts into rates, which relate the number of cases to the size of the population where they occurred.

Rates are useful in many ways. With rates, the health department can identify groups in the community with an elevated risk of disease. These so-called high-risk groups can be further assessed and targeted for special intervention; the groups can be studied to identify risk factors that are related to the occurrence of disease. Individuals can use knowledge of these risk factors to guide their decisions about behaviors that influence health. 

Descriptive Epidemiology

Analytic Epidemiology

Epidemiological Studies

Epidemiologic studies fall into two categories: experimental and observational. In an experimental study, we determine the exposure status for each individual (clinical trial) or community (community trial); we then follow the individuals or communities to detect the effects of the exposure. In an observational study, which is more common, we simply observe the exposure and outcome status of each study participant. The study of hepatitis A cases  described above was an observational study.

Two types of observational studies are the cohort study and the case-control study. 

The case-control study—the other type of observational study—is more common than the cohort study. 
Activity

	Discuss the types of epidemiological studies and Strengths and limitations of different study designs (cross sectional, cohort, case control and intervention studies)


Unit 6. RESEARCH DESIGNS IN EPIDEMIOLOGY
Learning Outcomes

a. Explain basic principles underlying various epidemiological designs

b. Compare and contrast experimental designs from observational studies

c. Explain the strengths and limitations of different study designs

The unit deals with which types of study designs that are needed to obtain measures

Epidemiological research designs fall into two main categories, namely Observational and Interventional/Experimental. Observational studies require observation of exposure and outcomes, while experimental design aims at determining the exposure and following up the effect.

Principles of epidemiological designs

	


  Research designs in epidemiology

I. Observational design.

Types

· Cross-sectional studies: descriptive, analytic studies.

· Ecological studies

· Cohort studies

· Case control studies

Consider:

· Design

· Selection/sampling

· Matching

· Exposure

· Strengths and weaknesses

II. Interventional/Experimental/Quasi experimental design(Randomized Controlled Trial)

Investigators intervene in the natural history by actively altering one of the variables and then making inference on the relationship between the variables based on the outcomes.

· Comparison group

· Randomization

· Clinical trial

· Blinding

· Use of placebo

· Compliance

· Data analysis

Activity:

	Identify an epidemiologic study design by its description

Explain the main characteristics, advantages, and disadvantages of observational studies


Descriptive Epidemiology

In descriptive epidemiology, we organize and summarize data according to time, place, and person. These three characteristics are sometimes called the epidemiologic variables.

Compiling and analyzing data by time, place, and person is desirable for several reasons.

First, the investigator becomes intimately familiar with the data and with the extent of the public health problem being investigated. Second, this provides a detailed description of the health of a population that is easily communicated. Third, such analysis identifies the populations that are at greatest risk of acquiring a particular disease. This information provides important clues to the causes of the disease, and these clues can be turned into testable hypotheses.

Time, Secular (long-term) trends. Seasonality, Day of week and time of day.
Epidemic period. To show the time course of a disease outbreak or epidemic, we use a specialized graph called an epidemic curve.

Place, Person, Age. Ethnic and racial groups. Socioeconomic status.
Analytic Epidemiology

As you have seen, with descriptive epidemiology we can identify several characteristics of persons with disease, and we may question whether these features are really unusual, but descriptive epidemiology does not answer that question. Analytic epidemiology provides a way to find the answer: the comparison group. Comparison groups, which provide baseline data, are a

key feature of analytic epidemiology.

For example, in one outbreak of hepatitis A, it was found that almost all of those infected ate pastries from a particular bakery and drank city water (26). However, without knowing the habits of persons without hepatitis, it was not possible to conclude that pastries, city water, or both were risk factors for hepatitis. Therefore, a comparison group of healthy persons from the same population were questioned. Among the comparison group without hepatitis, almost all drank city water but few were exposed to the pastries. This finding indicated that pastries from the

particular bakery were a risk factor for hepatitis A.

When—as in the example above—we find that persons with a particular characteristic are more likely than those without the characteristic to develop a certain disease, then the characteristic is said to be associated with the disease. The characteristic may be a demographic factor such as age, race, or sex; a constitutional factor such as blood group or immune status; a

behavior or act such as smoking or having eaten a specific food such as potato salad; or a circumstance such as living near a toxic waste site. Identifying factors that are associated with disease helps us identify populations at increased risk of disease; we can then target public health prevention and control activities. Identifying risk factors also provides clues to direct research activities into the causes of a disease.

Thus, analytic epidemiology is concerned with the search for causes and effects, or the why and the how. We use analytic epidemiology to quantify the association between exposures and outcomes and to test hypotheses about causal relationships. It is sometimes said that epidemiology can never prove that a particular exposure caused a particular outcome.

Epidemiology may, however, provide sufficient evidence for us to take appropriate control and prevention measures.

Epidemiologic studies fall into two categories: experimental and observational. In an experimental study, we determine the exposure status for each individual (clinical trial) or community (community trial); we then follow the individuals or communities to detect the effects of the exposure. In an observational study, which is more common, we simply observe the exposure and outcome status of each study participant. The study of hepatitis A cases described above was an observational study.

Two types of observational studies are the cohort study and the case-control study. A cohort study is similar in concept to the experimental study. We categorize subjects on the basis of their exposure and then observe them to see if they develop the health conditions we are studying. This differs from an experimental study in that, in a cohort study, we observe the exposure status rather than determine it. After a period of time, we compare the disease rate in

the exposed group with the disease rate in the unexposed group. The length of follow-up varies, ranging from a few days for acute diseases to several decades for cancer, cardiovascular disease, and other chronic diseases. The Framingham study is a well-known cohort study which has followed over 5,000 residents of Framingham, Massachusetts, since the early 1950’s to establish

the rates and risk factors for heart disease (12).

The case-control study—the other type of observational study—is more common than the cohort study. In a case-control study, we enroll a group of people with disease (“cases”) and a group without disease (“controls”) and compare their patterns of previous exposures. The study of hepatitis A described above is an example of a case-control study. The key in a case-control study is to identify an appropriate control, or comparison, group, because it provides our measure

of the expected amount of exposure.

In summary, the purpose of an epidemiologic study is to quantify the relationship between an exposure and a health outcome. The hallmark of an epidemiologic study is the presence of at least two groups, one of which serves as a comparison group. In an experimental study, the investigator determines the exposure for the study subjects; in an observational study, the subjects determine their own exposure. In an observational cohort study, subjects first are enrolled on the basis of their exposure, then are followed to document occurrence of disease. In

an observational case-control study, subjects first are enrolled according to whether they have the disease or not, then are questioned or tested to determine their prior exposure.

UNIT  5: Sources of epidemiological data including field investigations, public health surveillance, methods of control and prevention, surveys and sampling

Unit Learning outcomes

Evaluate local and global efforts and strategies to monitor, control and mitigate the effects of diseases.
Preventing and Controlling Disease: epidemiology links up with public   health by,

· Providing evidence for practice and planning

· Responding to public concern

· Helping to track progress

· Identifying new preventive 
and protective measures

· Exploring causes of 
emergent disease

Epidemiological studies use data from different sources.

1. Frequency of Health events (morbidity and mortality e.g. crude mortality rate, maternal mortality ratio, infant mortality rate, Disability life years etc.
2.  Population statistics
Census
· Actual counting of people from house to house and asking information from the heads of the households. It usually very expensive, time consuming thus usually done every 10 years.
Civil Registration 
· Currently not available in Malawi but procedures are in place to have BIRTH registers and then the information can easily be retrieved to formulate a birth certificate
Surveys
Maybe done in special areas in connection with particular activities
Research and Laboratory centres

Where you can get a register of cancer patients, positive specimens for carcinoma
UNIT 6:  EPIDEMIOLOGY AS A DRIVING FORCE FOR PUBLIC HEALTH POLICY AND COMMUNITY HEALTH CLINICAL PRACTICE
Steps in an Epidemiologic Investigation Steps in an Epidemiologic Investigation

1. Review existing evidence

2. Develop hypothesis 

3. Design a study

4. Develop an analysis plan

5. Estimate a measure of association (e.g., RR, OR)

6. Is the observed association causal?

- Chance, bias, and confounding

- Criteria for causality

- Consideration of alternate explanations

1. If yes, measures of effect are estimated 
(e.g. , Attributable Risk for the Exposed, Relative Risk, Odds Ratio )
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